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Introduction

History Conversation 1 for Us:

U: Pizza. Make it at home. ...

Us : Try deep dish! Layer i1t with
maple smoked ham, ...

History Conversation 2 for Us :
U: ... The U.S. and China have
had a hard-on for this tech ...
Us : ... considering no
international laws ... destructive
weapons ...

History Conversation 3 for Us :
U: OP didn't see [Devil.](<URL>)
Uy : This was such a good movie,
though five years later ...

U, : Butter. People deep
fry and eat butter.

AN

U, : That sounds like
obesity.

_

[Yup](<IMG>)NSFL

U; : Who does
this?! Is it this
person??! <IMG

'

Us : What does NSFL
mean? I've seen it
around...

'

Figure 1: A Reddit conversation on the left part (U;: the i-th
user). Us; made a successful engagement (i.e. receiving a reply,
we omit here to save space). The right column shows Us’s chat-
ting history, where the topic words are in bold and italic.
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Introduction

The main contributions of this work can be summarized as follows:

» We first formulate the task of successful new-entry prediction and contribute two large-scale
datasets, Twitter and Reddit. The SNP task can benefit the development of online assistants and
early socialization strategies.

* We propose a novel framework combining unsupervised and supervised neural networks. VAE
and RNN-based modules are incorporated for the personalized user engagement prediction via
learning latent topic and discourse representation.

« Experimental results on both Twitter and Reddit show that the proposed model significantly
outperforms the baselines. For example, we achieve 34.6 F1 on Reddit compared with 32.5
achieved by a BERT-based method.
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Figure 2: Our generic framework for successful new-entry prediction. It contains two modules: Topic and Discourse Modeling (TDM)
and Successful New-entry Prediction (SNP). SNP consists of three parts: turn encoder, conversation encoder and prediction layer.
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The input for our model can be divided into two parts: the observed
conversation ¢ and the history conversation set C"* = {ci‘, cé‘, c’,:}
of the newcomer u, where k is the number of history conversations
obtained from training set. The conversation c 1s formalized as a
sequence of turns (e.g., posts or tweets) {t1, 2, ..., t|¢| }, and the |c|th
turn is posted by the newcomer u (we predict whether u can get
others’ response afterwards). The conversations in user’s history
conversation set C" are organized similarly into the sequences of
turns. For output, we yield a Bernoulli distribution p(u, C, ¢) to
indicate the estimated likelihood of whether u gets responses from
other participants (successful new-entries).
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. conversation c,

d = (di,...d||).

Ch of the newcomer u — €u.

____________________________________________________________________________

X4

Encode step

= fu(fe(Cpow)), logo = fo(fe(cpow))

n = softmax(fr(ti,,..)) (b

where f.(+) is neural perceptrons performing linear transformations
activated with an ReLLU function [33].
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Decode step

Draw latent topic z ~ N (p, 2).

Topic mixture € = softmax(fg(z)).
Draw the latent discourse d ~ Multi(r).
For the n-th word in the conversation:

— fn = softmax( f¢,r(9) + fgp (d))

— Draw the word w, ~ Multi(f,).

\-----O

Latent E . . .
Discourse ! In particular, the weight matrix of fyr(-) (after the softmax normal-
_________________________ o ization) 1s considered as the topic-word distribution qST. We can also

get the discourse-word distribution ¢ in a similar way.
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For each turn ¢; in conversation c.
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We divide the observed conversation turns into context turns
(turns before the last turn) and query turn (last turn, posted by
S MR TR ISR WSS MK WONISTAYIS TS MR S WAL MM MRS -~ newcomer u). For query turn, we use u’s topic representation ey,
(produced by TDM module in Section 3.2) to initialize the aforemen-
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Discourse-aware Conversation Encoder

= & s 3d
h; = foru (sj, h_y), b = feru (sj, hj+1) 3)

where s; = [h;;d;] and the representation of each turn after GRU is

d_ 1d.1d
B = (h:h).

aj = fg(argmax(d;)) (4)

where argmax(d;) means the learned discourse behavior to turn j,
and f;(-) maps the discourse behaviors to different weight values.

h¢ = [h‘l‘il;z softmax(aj)h?] (5)
7
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L=Lrpm+ Lsnp (7)

Lrpm=Lz+ Lg+ Ly — ALy (8)

uonuINy
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where £, and L ; are objectives about learning topics and discourse,
L; is the loss for target message reconstruction, and Ly ensures
that topics and discourse learn differently.

p(t|d) represent the corpus likelihoods conditioned on the latent
variables. p(z) follows the standard normal prior N (0,1I) and p(d)
is the uniform distribution Unif (0, 1). Dk, refers to the Kullback-
Leibler divergence that ensures the approximated posteriors to be
close to the true ones.
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to give more weight to the minority class. u is set based on the
proportion of positive and negative instances in the training set.
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Table 1: Statistics of Twitter and Reddit datasets.

Twitter Reddit
# of users 53,488 96,001
# of convs 31939 69,428
# of conv turns 179,265 236,764
# of successful entries 29,340 12,199
# of failed entries 7,999 57,229
Avg turn number per conv 4.8 3.4
Avg token number per turn 20.5 20.7
Ratio of newcomer with history 0.59 0.62
Avg # of history for newcomers 2.3 6.3
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0O 1 2 3 4 5 6 7 8 9 >9 Figure 4: State transition diagram of training process.

Figure 3: The distribution over the number of history conversa-
tions (X-axis). Y-axis: number of newcomers.
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Table 2: Comparison results on Twitter and Reddit datasets (in % ). Higher scores indicate better performance. The best results in
each column are in bold. Our model gets significantly better scores than all other comparisons for all metrics (p<0.01, paired t-test).

Models Twitter Reddit

AUC  Accuracy Precision  Fl AUC  Accuracy Precision  Fl

Simple Baselines

RANDOM 50.1 49.5 78.0 60.1 499 50.2 15.4 24.1
HISTORY 44.1 41.2 752 506  53.6 46.5 18.1 275
Comparisons

SVM 51.5 963 79.7 742 543 50.1 18.9 29.1
BILSTM 52.5 77.4 78.2 87.2 593 54.1 222 31.7
BERT 70.5 80.2 80.4 89.0 63.2 51.1 21.6 32.5
CONVERNET 3.6 79.2 78.9 88.2  60.6 353 21.6 3.2
JECUH 792 80.1 80.3 88.4  60.7 57.6 22.6 31.9

Our Model 83.2 82.9 84.7 90.2 64.8 62.7 24.9 34.6
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Table 3: Comparison results with ablations(in %). Higher
scores indicate better performance.

Models Twitter Reddit
Accuracy F1 Accuracy Fl
w/0 ToPIC INIT 79.5 88.1 60.5 32.7
w/0 DISC CONCAT 80.8 88.3 614 33.2
w/0 DISC ATT 81.1 88.6 60.2 33.5

Full Model 82.9 90.2 62.7 34.6
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Table 4: C, scores for Top 5 and 10 words of leaned topics. The
values range from 0.0 to 1.0, and higher scores indicate better
topic coherence.

Twitter Reddit

> 10 d 10
LDA 0498 0393 0483 0.377
NTM 0.499 0425 0492 0.397
Our 0.504 0.431 0495 0412

Models
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Table S: 5 sample latent discourse behaviors discovered from
Reddit (The top 5 terms by likelihood are shown here). Names
in the first column are our interpretation of the discourse be-
haviors according to the learned clusters. Discourse words indi-
cating the behavior are highlighted in blue and italic.

Discourse Top S representative terms
Disagreement but have ask different see
Explanation because stil when of that
Opinion think my here ! never
Doubt n’t always want like why

Question ? For ! where what
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Figure 5: Topic mixture visualization (before softmax normal-
ization) of three users’ history conversations. A point refers to
a conversation while different users are in distinguished colors.
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(a) Disc distribution for newcomers
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(b) Distribution for successful and failed new-entries

Figure 6: 6(a) is the distribution over discourse behaviors used
in new-entries. 6(b) is the distribution of discourse behaviors for
successful and failed new-entries. For both, X-axis: the 10 dis-
course behavior learned by our model; Y-axis: corresponding
probability.
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< 90-
I 85
805 [1,4] [5.9] ~9
ﬁ38‘ —e— Reddit
Table 6: Human evaluation results (% ). The overall inter-rater B;_% 36
agreement achieved Krippendorff’s « of 0.74, which indicates 34/ il . |
reliable results [30]. 0 [1,4] [5.9] >9
(a) F1 with Varying History #
- Reddi
Models Thriteer eddit l:J BER"II'
OT AQ CL CS OTr AQ CL CS 457 | JECUH
SUCCESSFUL 100 28 0O 54 98 48 14 38 EEE Our Model
FAILED 96 4 0 6 8 20 22 20 40
35}
30] |_u |_I
23(EN1 LEN2 LEN3 LEN4

(b) F1 with Varying Turn #

Figure 7: Y-axis: F1 score. In 7(a), X-axis: user history conver-
sation numbers. In 7(b), LEN: in X-axis: the i-th quantile by
turn numbers (smaller i, shorter length).
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